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ABSTRACT 
Steganography is a type of art and steganalysis is 

that art fining.In this work we propose a machine learning 

model for steganaysis. An SVM(Support Vector Machine) –

Classification model. Testing the model with the help of 

OSN(Online Social Network)-Tagging scheme. Facebook was 

selected from all amoung the OSN for OSN-Tagging. 

Machine classify the steg-algorithm’s accuracy in percentage. 
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I.  INTRODUCTION 
 

Online social networks are dedicated websites 

that enable users to communicate with each other by 

posting information, comments, messages, images, etc. 

[11]. The popularity of OSNs such as Facebook, Twitter, 

Google+,etc.is continuously growing, with Facebook the 

most popular OSN based on the number of active users 

(active users are users who have logged in to Facebook in 

the last 30 days) [12]. In the third quarter of 2012, the 

number of active Facebook users surpassed 1 billion, while 

as of the third quarter of 2016 the number of active 

Facebook users have grown to 1.79 billion [13]. 
Steganography is the practice or art of hiding 

information in digital object [14], with image being the 

most popular choice of cover object [15]. Steganography’s 

main objectives are undetectavility (resistance against both 

visual as well as statistical analysis) [16] .  Although all 

three these objectives are desirable, most applications can 

only focus on one or two of these objectives and a trade-

off is usually necessary. The main focus of the OSN-

Tagging scheme that is on robustness, specifically against 

the types of image modifications that are performed by 

OSNs, and resist from statistical analysis (like entropy) 

that are analyzed by this machine learning methodology. 
 

  

 

 

Figure 1: Classification of information hiding 
 

Fig 1 represents the classification of information 

hiding. It can be mainly four type which are convert 

channel, steganography, anonymity and copyright 

marking. Watermarking is under copyright marking. 
 

II.  LITRATURE REVIEW 
 

A. Advanced Encryption Standard(AES) 
 It is a symmetric block cipher. A number of AES 

parameters depend on the key length. The AES standard 

states that the algorithm can only accept a block size of  

128 bits and a choice of three keys-128,192,256 bits. At 

present the most common key size likely to be used is the 

128-bit key then the number of round is 10. 
B. Support Vector Machine(SVM) 
 Support Vector Machine (SVM) is one of the 

most popular Machine Learning Classifier. It falls under 

the category of Supervised learning algorithms and uses 

the concept of Margin to classify between classes. It gives 

better accuracy than K-Nearest Niebour(KNN), Decision 

Trees and Naive Bayes Classifier and hence is quite useful. 
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III.  RELATED WORK 
 

Figure 2: Classification of steganography 
 

A. Mp3stego Steganalysis 
Mp3stego is an open source data hiding algorithm 

that is built on top of 8 Hz encoder [6] . It means that files 

embedded with mp3stego will shares some characteristics 

with 8 Hz encoder. The algorithm embeds bits of message 

as the parity of part2_3_length field of SI. Embedding 

algorithm works directly on uncompressed samples of 

cover and embeds the message during the compression 

process. To that end, the algorithm adds a second criterion 

to inner loop of mp3 compression algorithm. Such that, 

not only the existing bit budget should be enough for 

encoding the granule, but also parity of its part2_3_length 

should match with bit of the message. Therefore, if parity 

of part2_3_length does not agree with the message, the 

inner loop is executed again and value of global_gain is 

changed [10] . 

B.  Caronni’s Tagging 

The OSN-Tagging scheme uses Tagging, one of 

the earliest  watermarking schemes developed by Caronni 

[8] to protect and authenticate digital images. The Tagging 

scheme consists of adding small, geometric patterns to an 

image at brightness levels that are imperceptible to the 

human eye [9].The original goal of the Tagging 

watermarking scheme was to detect the source of illegal 

copies of data by inserting a different tag stream in each 

distributed image and matching the tags to a known list 

should the image be distributed illegally [8]. 

During the Tagging process, a series of NxN 

rectangles, called tags, are first identified [8]. The 

brightness level of each of the identified tags is adjusted, 

either increased or decreased, in such a way that the 

adjustment does not introduce visual artefacts to the image 

[8]. 

 

Table 1: Example of literature survey summery 

 

 

IV.  PROPOSED WORK 
 

A. Dataset 
 Use 50 plane image and  its 50 stego-

image.Choose 50 different types of images of different 

size, like nature pictures, animal, bird, flowers  pictures. 

https://unsplash.com/s/photos/natural  
B. Metric Used 

1) Homogeneity:  A material or image that 

is homogeneous is uniform in composition or 

character (i.e. color, shape, size, weight, height, 

distribution, texture etc.) 
2) Disimilarity-Coefficiant: It is a statistic used to 

gauge the similarity of two samples.  
3) Entropy:  The entropy  quantifies the 

amount of information needed to describe the 

outcome of a random variable Y. The 

entropy S  is the natural logarithm of the number 

of microstates, multiplied by the Boltzmann 

constant kB. 
 

 
C. Libraries Used 

● Numpy 
● Pandas 
● Matplot lib 

● Cv2 

● Pyplot 
● Glob 

● Seaborn 
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Figure 3: Process involved in steganography 

 
From Fig. 3 discribes the process involved in 

steganography. Confidential  data with the help of 

encryption become encrypted data. The encrypted data 

hides in a cover  image, the process is known as 

steganography. Which gives stego-image as output.  

 Figure 4: Architecture Diagram Design 
 

This work is implemented as two parts. First part is 

the implementation of OSN-Tagging, Second is 

implementation of machine learning model. Support vector 

machine classification model is used here. Plane image is 

taken as x and its steganography applied  image is taken as  

x’ so both  x and  x’ are going to be the input of  ML-

model. Then feature extraction taking  place. Mainly 

finding glcm,homogeneity, enegy, entropy, mean these  

statistical features. Represented it in a 82 raws and 38 

columns matrix known as feature matrix. This is the newly 

obtained dataset. Next is labelling using ones and zeros. 

Get 82 ones and zeros. Finaly calculation of confusion 

matrix(2raws and 2column). With the help of confusion 

matrix(below Table 2) calculating model accuracy in terms 

of percentage  which is the final result. Model accuracy 

and stregthness of stego-algorithm are opposite  in nature. 

Which means model accuracy is higher obviously 

strengthness of algorithm is lower. Aim is that  find high 

strength   steganographic algorithm by steganalysis and  

less model accuracy. Cofusion matrix contains 

● True positive 

● True negative 

● False positive 

● False negative 

 

Table 2: Example of confusion matrix 

Confusion Matrix1 Confusion Matrix2 

8 2 9 6 

1 11 9 4 

Confusion Matrix3 Confusion Matrix4 

7 6 5 8 

11 4 3 10 

  

Figure 5: Secret data pixel distribution 
 

Fig. 5 shows an example of pixel distribution of 

information. The various methods developed was to 

increase the number of shares. Multiple secret hiding 

scheme. pixel expansion where the pixel is expanded i.e 

the above discussed method. In order to prevent the 

intruder from noticing the shares. The concept of innocent 

looking shares were brought where the images are split in 

to innocent looking shares which is hardly noticeable. 
● Algorithm for Embedding 

 
 tag-width�tag-height�10 

 bit stream=convert-to-bits(secret) 

 wr�5 

 wc�5 

 rows�image.height 

 cols�image.width 

 grayimage�convert-to-grayscale(image) 

 vmat�find-variance(image,grayimage) 

 tag-locs�find-tag-locations(vmat,wr,wc) 

 tag-mark�is-taggable(tag-locs) 

 tagh�rows/tag-height 

 tagw�cols/tag-width 

 locs=( ) 

 for  i=0 upto tagh 

 for  j=0 upto tagw 

 if  tag-mark[i,j]=True 
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 locs.append(i,j) 

 end if 

 end for 

 end for 

 for  each bit in bitstream : 

 (x,y )= remove(locs) 

 If bi t= =1 

  Img = increase-intencity(img,x,y) 
 Else 

 Img = decrese-intencity(img,x,y) 

 End  if 

 End for 

 Return  img 
 

● Algorithm for Recovery 
 

 tag-height�tag-width�10 
 rows�image.height 

 cols�image.width 

 dif-matrix=orginal-image 

 tagh=rowstag-height 

 tagw=cols/tag-width 

 for  x=0 to tagh 

 x=x*tag-height 

 for  y=0 to tag-width 

 y=y*10 

 cell=extract-cell(x,y,tagheight,tagwidth) 

 mean=calculate-mean(cell) 

 if  mean< -1; 

 bits append(1) 

 else 

 bits append(0) 

 end if 

 end for 

 end for 

 secret-convert-to-string(bits) 

 return secret 
 

Figure 6: Example of input image 
 

 
 

 

 

Figure 7: Example of an image with suitable tag locations 
 

In the above Fig 7 shows suitable tag locations. 

There are around 20 suitable tag locations found. 

 

Figure 8: Example of extracted dataset representation 
 

Above Fig 8 is an example of extraction dataset 

representation. After feature extraction new dataset 

representation is like this.  
 

V.  RESULTS AND OBSERVATIONS 
 

Above  table2  gives the variable size text and 

same picture size encryption and decryption time. Table3 

gives the encryption and decryption time of fixed text size 

and variable picture size. Analysis gives in both cases  not 

harmly effected the encryption and decryption time.   
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Figure 9: Result Analysis 1 

 

Figure 10: Result Analysis 2 

 

From Fig 9 & 10 we can say that both graph are same. 

This is just the graphical representation of table 3&4. 
 

VI.  CONCLUSION AND FUTURE 

SCOPE 

 

In OSN uploaded images are struggle with image 

processing attacks and undetectability of  information this 

paper  propose a solution with maximum payload capacity, 

And also proven by steganalysis  of  OSN-Tagging scheme 

while designing  a machine learning model. 
Future  work can be done to strengthening the 

statistical undetectability of  OSN-Tagging. 
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