
International Journal of Engineering and Management Research                           Peer Reviewed & Refereed Journal    

e-ISSN: 2250-0758  |  p-ISSN: 2394-6962                                                                  Volume-13, Issue-3 (June 2023) 

https://ijemr.vandanapublications.com                                                               https://doi.org/10.31033/ijemr.13.3.42  

 

  288 This work is licensed under Creative Commons Attribution 4.0 International License. 

 

Software Defect Prediction Based on Support Vector Classifier and Rule 

Mining 

 

Fareha Bashir
1
 and Dr. Akbar Shaun

2
 

1
PG Student, Department of Computer Science & Engineering, Integral University, Lucknow, INDIA 

2
Associate Professor, Department of Computer Science & Engineering, Integral University, Lucknow, INDIA 

 
1
Corresponding Author: farehabashir62@gmail.com 

 

Received: 01-06-2023   Revised: 16-06-2023   Accepted: 30-06-2023 

 

 

ABSTRACT 
Software defect prediction plays a crucial role in 

ensuring the quality and reliability of software systems. Rule 

mining-based approaches have gained popularity in this 

domain as they provide insights into the relationships 

between software metrics and the occurrence of defects. This 

abstract presents an overview of software program defect 

prediction based totally on rule mining. 

The process begins with the collection of historical 

data from previous software projects, encompassing defect 

records and associated software metrics. Relevant features 

are extracted from the data, including static code analysis 

metrics, change metrics, process metrics, and dynamic 

metrics. The collected data is then prepared by addressing 

data quality issues, handling missing values, and splitting it 

into training and testing sets. 

Using a rule mining algorithm, such as association 

rule mining or decision tree induction, patterns and rules are 

discovered that correlate the software metrics with defect 

occurrences. The goal is to identify rules with high support 

and confidence, indicating strong associations between 

specific metrics and defect-prone areas of the software. 

The discovered rules are evaluated using 

appropriate metrics, such as precision, recall, F1 score, or 

AUC-ROC, to assess their effectiveness in predicting defects. 

Once validated, the rules are applied to new software 

projects, where the software metrics are fed into the rule 

model to classify components as defect-prone or defect-free. 

Continuous validation and improvement of the 

defect prediction model are necessary to ensure its accuracy 

and performance. This involves incorporating new data, 

refining the rules or metrics, and adapting the model to 

changing software development practices. 

Software defect prediction based totally on rule 

mining offers a valuable approach for identifying potential 

defects early in the software development lifecycle. By 

leveraging historical data and discovering meaningful 

relationships between software metrics and defects, 

organizations can proactively allocate resources and 

implement preventive measures to improve software quality 

and reliability. 
 

Keywords— Software Defect Prediction, Classification 

Algorithm, Cofusion Matrix 

 

I. INTRODUCTION 
 

Software Defect Predictor 

There are various approaches for software defect 

prediction, each with its own strengths and limitations. 

Here are some commonly used approaches[1,2,3]. 

Statistical Models: Statistical models utilize 

machine learning algorithms to analyze historical data and 

identify patterns that correlate with software defects. 

Techniques such as logistic regression, Naive Bayes, 

random forests, and guide vector machines can be 

employed to build predictive models based on features 

extracted from software metrics. These models learn from 

past data to predict the likelihood of defects in new 

software [4,5]. 

Rule Mining: Rule mining techniques, such as 

association rule mining and decision tree induction, 

discover rules that capture relationships between software 

metrics and defect occurrence [10]. These rules can 

provide actionable insights into which combinations of 

metrics are indicative of defects. Rule mining approaches 

are often interpretable and can be used to gain a better 

understanding of the factors influencing software quality 

[6,7]. 

Text Mining and Natural Language Processing 

(NLP): Text mining and NLP techniques focus on 

analyzing textual artifacts such as bug reports, code 

comments, and documentation to predict defects. By 

extracting keywords, sentiment analysis, and other textual 

features, these approaches can uncover patterns and 

identify linguistic markers associated with software defects 

[8,9]. 

Text Mining and Natural Language Processing 

(NLP): Text mining and NLP techniques focus on 

analyzing textual artifacts such as bug reports, code 

comments, and documentation to predict defects. By 

extracting keywords, sentiment analysis, and other textual 

features, these approaches can uncover patterns and 

identify linguistic markers associated with software defects 

[10,11]. 
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Ensemble Methods: Ensemble methods combine 

multiple models or predictions to achieve better defect 

prediction accuracy. This can be done by combining the 

outputs of different algorithms or training multiple models 

on different subsets of the data. Ensemble methods help 

mitigate the weaknesses of individual models and improve 

overall prediction performance [12,13]. 

Process-based Models: Process-based models 

leverage software development process metrics to predict 

defects. These metrics include code churn, code review 

activities, development effort, and developer experience. 

By analyzing process-related data, such as version control 

logs and issue tracking systems, these models can identify 

process factors that contribute to defect proneness [14,15]. 

Hybrid Approaches: Hybrid approaches combine multiple 

techniques mentioned above to improve defect prediction 

accuracy. For example, a hybrid model might utilize 

statistical features derived from software metrics and 

textual features extracted through NLP techniques to 

achieve a more comprehensive prediction [16,17]. 

A defect predictor is a tool or method that guides 

testing activities and software development lifecycle. 

According to Brooks, half the cost of software 

development is in unit and systems testing. Harold and 

Tahat also conform that testing phase requires 

approximately 50% or more of the whole project schedule. 

Therefore, the main challenge is the testing phase and 

practitioners seek predictors that indicate where the defects 

might exist before they start testing. This allows them to 

efficiently allocate their scarce resources. Defect predictors 

are used to make an ordering of modules to be inspected 

by verification and validation teams: • In the case where 

there are insufficient resources to inspect all code (which is 

a very common situation in industrial developments), 

defect predictors can be used to increase the chances that 

the inspected code will have defects. • In the case where all 

the code is to be inspected, but that inspection process will 

take weeks to months to complete, defect predictors can be 

used to increase the chances that defective modules will be 

inspected earlier. This is useful since it gives the 

development team earlier notification of what modules 

require rework, hence giving them more time to complete 

that rework prior to delivery [18]. 

 

II. DEFECT PREDICTION AS A 

CLASSIFICATION PROBLEM: 

ALGORITHMS 

 

 

 

 

 

 

 

Binary Classification Algorithms 

Bayesian Classification 

 

 
 

Data Preprocessing: Data preprocessing is an important 

step in machine learning which highly affects the accuracy 

of the model. Two main steps in data preprocessing are: 

data cleaning and data transformation [19]. In data 

cleaning, we will look for the missing values and outliers 

in the data and will try to remove them using different 

methodologies that includes; mean substitution or the most 

probable value. Similarly in data transformation, the data 

can be converted from one format to another. 

Normalization, Discretization, and Attribute selection are 

normally used for this purpose[19,20]. 

In data normalization, we normalized the data 

which was very high in range as compared to the other 

samples in the column. To make all the data fall in the 

specified range we have used min_max normalization.. 

Min-max normalization is one of the most common 

transformation strategies, which linearly transforms the 

input data to a new range y. The normalized data is then 

concatenated with the data which was already in the 

specified range. The min-max normalization is done using 

the equation 1 where y is the normalized value, x is the 

value to be normalized, max is the maximum value of the 

attribute, min is the minimum value of the attribute, is the 

maximum value of the new range in which we are 

converting the input and is the minimum value of the new 

range in which we are converting the input 

 

          
 

Feature Selection 

The analysis to identify the strongest predictors 

(feature importance) is best addressed using correlation 

analysis. This allows it to assess all the features and 

complete training data to pick the strongest predictors. 

Other supervised learning approaches that are non-

parametric such as K-Nearest Neighbors would not be able 

to rank the predictors by their importance. We have 

applied a heat-map analysis using a Spearman correlation 

matrix of the attributes. It is a visualization method in two-

dimension where numerical values are displayed in colors 

and arranged in rows and columns [The heat-map was 

coded in Python using the function heat-map from the 

Seabornlibrary[21,22] 
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Naive Bayes Classifier: Naive Bayes Classifier is 

one of the clasification that works based on the method of 

Bayes theory. The eqution of bayes theory is as follow 

 

                    
 

where c is a class variable, A is a class of data not 

yet known, P(A|c) is Probability based on condition on 

hypothesis, P(c) is probability of hypothesis (prior 

probability), while P(A) ignored because of constant value 

for all classes. A further description of the Bayes formula 

is made by describing P(c|A1,A2 ..., An) using the rules of 

multiplication[23,24]. 

This is where the assumption of independence is 

very high (naive), that each instruction is independent of 

each other. With these assumptions, then apply a similarity 

as follows:  

  

              
 

the naive bayes classifier can be calculated as follow 

 
 

If there is a label that never appears in the event 

then the way to handle the probability value 0 (zero) is to 

add 1 piece of data by using Laplace Correction method or 

also known as Laplacian Estimator method. In this paper 

the performance of naive bayes is be tested in 3 ways: 

supplied testing data set, cross validation, where has been 

taken as 10, and percentages of 66% as training data, 34% 

as testing data. 

Support Vector Classifier [10]:  by the linear 

classifier the two classes are linearly separable; by the 

support vector machine the two non-separable classes’ or 

two overlap classes are classified. The support vector 

machine produced nonlinear boundary by constructing a 

linear boundary in a large. Transform the version of the 

feature space. The second approach for generalized no 

separable region by fisher linear discriminant analysis[10, 

25,26]. 
 

 

The left panel show the separable classifier, solid 

line is the decision boundary, the shaded broken line 

bound the maximum margin of the width 2M=2/ ||  

The right panel here the non-separable cases that 

point labelled  are the wrong side of their margin by an 

amount  point on the correct side have  

Our training data having N pair of data like( 

x1,y1), (x2,y2),…..(xn,yn)  

With  

Hyper plan can be define by   

Where  || =1 now 

classification introduce by f(x) 

 

                      
 

The hyperplan  since the 

classes are separable, now we can find the solution  

hence to find the 

hyperplan that creat the biggest margin between the 

training point for classes 1 and -1 the optimaization 

problem[27] 

                                    

 

Subject to   the problem 

more be more convienientrepharase as 

 

                                    
 

Subject to  

 

Analysis: An analysis of the results of any 

performance that performed to predict the weight of a 

newborn, it has been evaluated by looking at prediction 

accuracy, Precision and Recall for the accuracy of the 

resulting model. 

Where TP (True Positive) is data that can be 

properly calcified on a positive label, TN (True Negative) 

is the amount of data correctly specified in the negati class. 

While FP is a lot of data that is recognized as a positive 

label when the actual value in the negative class, FN 

(Negative Flase) is the amount of data introduced as a 

negative class, it is classified as a positive class. 

 

III. RULE-BASED CLASSIFICATION 
 

Rules are a good way of representing information 

or bits of knowledge. A rule-based classifier uses a set of 

IF-THEN rules for classification. An IF-THEN rule is an 

expression of the formIF condition THEN conclusion 

Example: 
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IF age=youth AND student=yes THEN buys 

computer=yes There are many rule-based classifier 

algorithms are there. Some of them are: 

DecisionTable,OneR, PART, JRip, ZeroR. 

Data Set.  

We used the records(data) taken from the public 

NASA MDP repository, which was once additionally used 

by way of MGF and many others, e.g., [10], [11], [12], 

[13]. Thus, there are 12 facts units in complete from 

NASA MDP repository. Table 4.1, and 4.2 provides some 

basic summary information. Each data set is comprised of 

a number of software modules (cases), each containing the 

corresponding number of defects and various software 

static code attributes. After pre-processing, modules that 

contain one or more defects were labelled as defective. A 

moredetailed description of code attributes or the origin of 

the MDP data sets can be obtained from [5]. 

 

Data 

Set 

System Lang

uage 

Total 

Loc 

CM

1-5 

Spacecraft Instrument C 17K 

KC

3-4 

Storage management for 

ground data 

JAV

A 

8K 

and 

25K 

KC

1-2 

Storage management for 

ground data 

C++ * 

M

W1 

Database C 8K 

PC1,

2,5 

Flight Software for Earth 

orbiting Software 

C 26K 

PC

3,4 

Flight Software for Earth 

orbiting Software 

C 30-

36K 

Table 3.1: NASA MDP Data Sets 

 

 

 

 

 

 

 

 

Data 

Set 

System Lang

uage 

Total 

Loc 

CM

1-5 

Spacecraft Instrument C 17K 

KC

3-4 

Storage management for 

ground data 

JAV

A 

8K and 

25K 

KC

1-2 

Storage management for 

ground data 

C++ * 

M

W1 

Database C 8K 

PC1,

2,5 

Flight Software for Earth 

orbiting Software 

C 26K 

PC3

,4 

Flight Software for Earth 

orbiting Software 

C 30-

36K 

Table 3.2: Data Sets 

 

Calculations 
The Performance measured according to the 

Confusion matix given in table:3.3, which is used by many 

researchers e.g [14], [5]. Table 3.3 illustrates a confusion 

matrix for a two type hassle having superb and poor class.  

Predicted Class 

 

Positive Negative 

Actual 

class 

Positiv

e 

Trure 

Positive 

False 

Negative 

 Negati

ve 

False 

Positive 

True 

negative 

Table 3.3: Confusion Matrix 

 

Software defect predictor performance of the 

proposed scheme based on Accuracy, Sensitivity, 

Specificity, Balance, ROC Area defined as — 

 

IV. RESULT DISCUSSION 
 

This section provides simulation results of some 

of the Classification algorithm techniques collected by 

simulation on Software tool named weka (version 3.6.9). In 

the thesis, however, proposed schemes are more 

comprehensively compared with competent schemes. 

According to best accuracy value we choose 

classification algorithm among many classification 

algorithms. All the evaluated values are collected and 

compare with different performance measurement 

parameter. 

Accuracy 
From the accuracy table 4.1 we can see different 

algorithm giving different accuracy on different data set. 

But the average performance nearly same. 

For Storage management software(KC1-3) LOG, 

J48G giving better Accuracy value. For database software 

written in c programming language (MW1) only PART 
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giving better accuracy value. 

The performance graph is given in the figure 4.3. 

Methods NB LOG DT JRip One

R 

PAR

T 

J48 J48

G 

CM1 83.94 87.68 89.13 86.23 89.1

3 

73.9

1 

86.2

3 

86.9

6 

JM1 81.28 82.02 81.57 81.42 79.6

7 

81.1

3 

79.8 79.8

3 

KC1 83.05 86.87 84.84 84.84 83.2

9 

83.8

9 

85.5

6 

85.5

6 

KC3 77.5 71.25 75 76.25 71.2

5 

81.2

5 

80 82.5 

MC1 94.34 99.27 99.25 99.22 99.3 99.1

9 

99.3 99.3 

MC2 66 66.67 56.86 56.86 56.8

6 

70.5

9 

52.9

4 

54.9 

MW1 79.25 77.36 85.85 86.79 85.8

5 

88.6

8 

85.8

5 

85.8

5 

PC1 88.82 92.11 92.43 89.14 91.4

5 

89.8 87.8

3 

88.4

9 

PC2 94.29 99.05 99.37 99.21 99.3

7 

99.3

7 

98.9 98.9 

PC3 34.38 84.67 80.22 82.89 82.8

9 

82.6

7 

82.2

2 

83.5

6 

PC4 87.14 91.79 90.18 90.36 90.1

8 

88.2

1 

88.2

1 

88.9

3 

PC5 96.56 96.93 97.01 97.28 96.9 96.9

3 

97.1

3 

97.1

6 

 

Sensitivity 

From the accuracy table 4.2 we see that NB 

algorithm gives better performance in maximum data set. 

In case of DecisionTable gives the sensitivity 

zero(sometimes), that means it considering all the class as a 

true negetive. It can not be cosider for defect prediction. 

LOG, OneR, PART, J48, J48G algorithms giving average 

performance. 
 

 
 

Balance 

Looking to the Accuracy, Sensitivity and 

Specificity performance table we consider the NB, LOG, 

JRip, OneR, PART, J48, J48G, as their performance are 

average. 

From the graph figure 4.1 we see that, in 

maximum of cases the OneR algorithm giving lowest 

balance value than others. So, no need to use for defect 

prediction. 

 

 
 

Depending on Accuracy, Sensitivity, Specificity, 

Balance performance we choosen 6 Algoritms from 8 

algoritms are– 

NaiveBayesSimple 

Logistic 

JRip 

PART 

J48 and J48Graft 
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V. CONCLUSION 
 

Summarize the key findings and implications of 

the study. State whether the combination of Support 

Vector Classifier and Rule Mining was effective in 

predicting software defects and how it contributes to the 

existing body of knowledge in software defect prediction.  

Remember that the specific content of the conclusion will 

depend on the actual results and outcomes of the study. 

The conclusion should provide a clear and concise 

summary of the research, highlighting the significance of 

the chosen approaches and their impact on software defect 

prediction. 
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