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ABSTRACT 
In the last two decades, Artificial Neural 

Networks (ANNs) have become one of the most promising 

tools for modelling complex hydrological processes such as 

the Rainfall-Runoff interaction. The Artificial Neural 

Network could be used in cases where the availability of 

required data is limited. The Rainfall-Runoff model 

developed in this study was applied to the Banas River 

catchment of Gujarat, India. The hydrologic data were 

available for twelve years at CWC, Gandhinagar (such as 

Meteorological, weather, etc.). The Rainfall-Runoff model 

was developed by using an ANN technique (Feed-Forward 

Backpropagation algorithm) and a Multiple Linear 

Regression (MLR) method. The performance of both 

models was assessed by correlation coefficient (R), 

coefficient of determination (R2), and Mean Square Error 

(MSE). As the ANN gives only a black-box image, the 

sensitivity analysis was done to find the relative importance 

of input parameters. For the ANN models, the evaluation 

shows correlation coefficient (R) was obtained as 0.9318 

whereas an MLR model, the correlation coefficient (R) was 

obtained as 0.8831. The RMSE values for the ANN and 

MLR models were 0.023535 and 0.15073 respectively. The 

results and analysis indicate that the ANN model provides 

better outcomes for datasets scaled between zero and one 

based on this study. In the comparison of both ANN and 

MLR models, the Artificial Neural Network technique was 

more suitable than the Multiple Linear Regression method. 

Hence the present study suggests that ANN models are an 

essential tool for predicting the hydrological responses in 

the Banas River Catchment. 
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I. INTRODUCTION 
 

Rainfall-Runoff models are widely used in 

hydrology for a range of applications and play an 

important role in the optimal planning and management 

of water resources in the river basin. Managing risk in 

the short term is one of the most important applications 

of R-R modelling. A rainfall-runoff model is, by  

 

definition, a simplification of a complex, non-linear, 

time and space varying hydrological process reality. 

Such a model contains parameters that cannot often be 

measured directly but can only be estimated by 

calibration against a historical record of measured data. 

The system input and output data are often contaminated 

by measurement errors. The system input data such as 

rainfall, temperature, etc. and output are often 

contaminated by measured errors. Consequently, 

predictions made by such a rainfall-runoff model are far 

from perfect, in other words, there always exists a 

distinction between the model prediction and the 

corresponding observed data, no matter how precise the 

model is and how perfectly the model is calibrated. 

Thus, the model errors which are the mismatch between 

the observed and the simulated system behaviour are 

unavoidable in rainfall-runoff modelling. There has been 

extensive research on the rainfall-runoff relationship 

with different models that can be classified into three 

main groups, namely fully distributed physically-based 

models, lumped conceptual models, and black-box 

models. Empirical models contain no physically based 

transfer function to relate input to output: in other words, 

no consideration of the physical processes is involved. 

Such models usually depend upon establishing a 

relationship between input and output, calibrated from 

existing hydrometeorological records. In this study 

empirical model has been used.  

The terminology of artificial neural networks 

has developed from a biological model of the brain. A 

neural network consists of a set of connected cells and 

neurons. ANNs have been in existence since McCulloch 

and Pitts (1943) introduced the concept of the artificial 

neuron. The ultimate goal of this project was to prove 

that ANN models are capable to accurate modelling the 

relation between runoff and rainfall in a catchment. An 

existing software tool in the MATLAB R2018a 

environment was selected for testing and design ANN 

for the available data set. A special algorithm (feed 

forward backpropagation) is programmed and employed 

in this tool. This algorithm was expected to ease of trial 

and error for obtained an optimal network architecture. 

In the present study, Multiple linear regression was also 

mailto:Girishparmar625@gmail.com


International Journal of Engineering and Management Research         e-ISSN: 2250-0758  |  p-ISSN: 2394-6962 

  Volume-13, Issue-2 (April 2023) 

https://ijemr.vandanapublications.com                                                         https://doi.org/10.31033/ijemr.13.2.43  

 

  258 This work is licensed under Creative Commons Attribution 4.0 International License. 

 

employed for the same data set. Later the comparison 

between ANN and MLR was done and the best model 

was sought from both techniques. The analysis and 

model performance were tested in form of R2, Root 

mean square error. The models were validated by 

plotting predicted discharge vs Actual discharge 

(Normalized values) for the years 2012 to 2018.   

 

 

 

 

 

II. STUDY AREA 
 

The present study was carried out in the Banas 

River catchment, Gujarat, India. The study area lies in 

two states of India, the catchment area originates from 

Rajasthan state and the outlet of the catchment of this 

study is in Gujarat. The total study area is 2862 km2. 

The study area catchment lies between 24° 20' 17" to 24° 

52' 57.4248'' North latitude and 72° 20' 20" to 72° 51' 

32.0184'' East longitude. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: BANAS River catchment Map Up to Dantiwada Dam (Source: ArcGIS)

 

III. DATA COLLECTION 
 

The study area consists of seven rain gauge 

stations, to monitor rainfall. These rain gauge stations; 

six rain gauge stations are located upstream side of the 

Dantiwada Dam. Out of seven three stations measure 

discharge also. Moreover, other climatic variables such 

as temperature, relative humidity, and wind velocity, are 

also measured at some of these stations in particular time 

intervals. All the stations are operated by Central Water 

Commission, whose characteristics are given in Table. 

The precipitation data from the year 2004 to 2018 (2009 

to 2011 was missing due to some reasons) is available 

for this study. For the present study, the monsoon storm 

data (Precipitation, weather data, and inflow are 

available) are adequate for the development of the model 

and other seasons (winter and summer) data were in a 

dequate to fit the model. Total 1836 no. of data pairs was  

 

 

used, but due to inadequacy of inflow data row here only 

357 data pairs were considered for model development.   
 

IV. METHODOLOGY 
 

The methodology is one of the significant parts 

of research work. The whole computation is done in 

MATLAB R2018a software. The ANN techniques with 

Feedforward Backpropagation algorithm was used. The 

training data sets are used to adjust connection weight 

according to its error. Validation is used to measure 

network generalization. The testing does not affect 

training and so provides an independent measure of 

network performance during and after training. 

Precipitation, gauge inflow, wind velocity, humidity, 

temperature was being used to predict the runoff of the 

catchment area. The target and input data forms are 

divided into three parts; training (70%), validation 

(15%), and testing (15%). 
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The artificial neural network with one input 

layer, one hidden layer, and one output layer is taken 

into consideration. For the selection of the best network 

architecture with an optimum number of hidden layer 

neurons, many trials have to be carried out. Different 

training algorithm such as Levenberg Marquardt (LM), 

and Scaled Conjugate Gradient has been used to train the 

model. In the network architecture, many trials have 

been done with changes number of neurons in the hidden 

layer. The performance of the model can be evaluated in 

the terms of accuracy refers to the ability of the model to 

reduce calibration error consistency is used for 

representing the characteristics of the model whereby the 

level of accuracy and estimation of the parameter’s 

values persist through a different sample of data. The 

various statistics indices were used (R
2
, RMSE, etc.) to 

measure the performance of the trained network. A 

versatile model is defined as a model which is accurate 

and consistent when used for different applications.   

 

V. RESULTS AND ANALYSIS  
 

5.1 ANN Result  

As earlier decided that the best model with 

training, testing, and validation data distributed 70%, 

15%, and 15% respectively for both different algorithm 

LM and SCG using feedforward Backpropagation 

Neural network obtained from the MATLAB software. 

The Transfer function sigmoid in the hidden layer and 

the Transfer function purelin in the output layer, only the 

hidden neuron was changed and the best ANN 

architecture was selected based on high regression value 

of testing and low mean square error. The architecture 

M1- 18-10-1 containing training (70%), testing (15%), 

and validation (15%) possessed the best result in this 

study. The coefficient of correlation (R) and RMSE for 

the ANN model is 0.9318 and 0.0005539 respectively. 

 

 

 

Figure 2: Training, validation and testing regression for the Levenberg-Marquardt algorithm 
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Figure 3: MSE for training, validation and testing using LM algorithm 

 

5.2 Comparison of ANN and MLR results  

Table 1: Comparison of R and RMSE values of both models 

ANN model MLR model 

R=0.9318 R=0.8831 

RMSE=0.00055 RMSE = 0.15073 

 

The Statistical value of the above Table shows 

the comparison of the ANN and MLR model. From the 

table, it is distinguished that the ANN model gives 

reliable results than and MLR model. The best ANN 

model is sought with a 0.9318 value of R (coefficient of 

correlation) and a corresponding MSE value of 

0.0005539, whereas the MLR models’ R and MSE 

values is obtained 0.8831 and 0.02272 respectively. The 

number of hidden neurons in ANN was taken differently 

to obtain a good result of the model in which increases in 

neurons number lead to more training time and a greater  

 

number of epochs, later the decreased number of neurons 

and selected the best model architect to fit for this study.  

At the end of training phase, the model 

architecture 18-10-1 is selected as the best fit model. 

From the above result, it is clear that both the ANN and 

MLR model were able to predict the catchment runoff 

with adequate accuracy. The ANN and MLR models 

result demonstrate that the ANN model is the best fit for 

the prediction of catchment runoff for the present study. 

Moreover, the Model1, which has 18 inputs parameters 

ANN model provides a slightly better result with 
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Levenberg Marquardt algorithm than the ANN model 

with a Scaled conjugate gradient algorithm. The 

Statistical value of the above Table shows the 

comparison of the ANN and MLR model. From the 

table, it is distinguished that the ANN model gives 

reliable results than and MLR model. The best ANN 

model is sought with a 0.9318 value of R (coefficient of 

correlation) and a corresponding MSE value of 

0.0005539, whereas the MLR models’ R and MSE 

values is obtained 0.8831 and 0.02272 respectively. The 

number of hidden neurons in ANN was taken differently 

to obtain a good result of the model in which increases in 

neurons number lead to more training time and a greater 

number of epochs, later the decreased number of neurons 

and selected the best model architect to fit for this study. 

At the end of training phase, the model architecture 18-

10-1 is selected as the best fit model. From the above 

result, it is clear that both the ANN and MLR model 

were able to predict the catchment runoff with adequate 

accuracy. The ANN and MLR models result demonstrate 

that the ANN model is the best fit for the prediction of 

catchment runoff for the present study. Moreover, the 

Model1, which has 18 inputs parameters ANN model 

provides a slightly better result with Levenberg 

Marquardt algorithm than the ANN model with a Scaled 

conjugate gradient algorithm. 

5.3 Sensitivity Analysis  

ANN gives the black box image so it can be 

removed by finding the relative importance of the 

variables. The relative importance of input parameters is 

obtained by the portioning of weights (Garson 

algorithm,1991). For the sensitivity analysis, keep all the 

variables at their mean value except one variable, and 

find the relative change in the output concerning change 

in that variable from mean up to half the value of 

standard deviation. Repeat the procedure for all 

parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Relative importance of input parameters 
 

  The above figure shows that the precipitation of 

Chitrasani, Sarotry, Abu Road have a much importance 

on runoff generation, but also Ambaji, mt. Abu, 

Dantiwada, and Swaroopganj has a good impact on 

runoff. Meanwhile other weather data such as wind 

velocity, temperature, and humidity does not show a 

better importance on generation of runoff in the Banas 

River Catchment. From the above analysis, rain gauge/ 

gauge stations Chitrasani and Sarotry contribute 19.98% 

and 17.05% precipitation and 7.55% and 5.75% of 

inflow to generating runoff in the Banas River 

catchment, Gujarat, India.   

5.4 Comparison of actual output vs predicted output 
  The Scattered graph has been plotted for 

comparison of ANN model predicted catchment runoff 

with actual runoff (normalized value). 
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Figure 5: Scatter plot of actual vs predicted values (Normalized) 

 

VI. CONCLUSIONS 
 

The ANN hydrological model with Feed-

Forward Back Propagation network is developed in the 

present study for Banas River catchment, Gujarat, India. 

The performance of the developed models was evaluated 

by statistical indices, such as correlation coefficient (R), 

Mean Square Error (MSE), and Root Mean Square Error 

(RMSE). For the ANN models, the evaluation shows 

correlation coefficient (R) was obtained as 0.9318 

whereas an MLR model, the correlation coefficient (R) 

was obtained as 0.8831. The RMSE values for the ANN 

and MLR models were 0.023535 and 0.15073 

respectively. The architect 18-10-1 ANN model was the 

best model among all of the models developed for this 

study.  

From the sensitivity Analysis, prediction of 

catchment runoff, the precipitation of Chitrasani, 

Sarotry, Mt. Abu, Abu Road, and Ambaji rain gauge 

stations has a significant role, furthermore the Chitrasani 

and Sarotry inflow has a greater impact on runoff for 

Banas River Catchment. The results indicate that the 

ANN model had a good ability to capture the 

relationship between input/output i.e., Rainfall/Runoff 

better than an MLR model. The result concluded that 

ANN can capture the nonlinearity of rainfall-runoff 

modelling very well. 
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