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ABSTRACT 
The number of visually impaired individuals in the 

world is estimated to be 1 billion, as per WHO reports. 

Through a thorough examination of existing assistive 

technology and research, this paper provides a survey of 

object classification and detection techniques that are used in 

assistive technology by visually impaired individuals. We 

discuss the methodology’s drawbacks, s and functionalities of 

these techniques, and observe how sufficient they are in 

meeting the needs and requirements of the targeted users, 

and how they can be improved. As a result of this study, we 

identify areas with room for improvement in object detection 

in the assistive technology domain. 
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I. INTRODUCTION 
 

Sight and visual perception of our environment 

plays a fundamental role in our daily lives. This not only 
enables us to navigate and comprehend what’s around us 

but also allows us to identify objects in our surroundings. 

However, visually impaired individuals face significant 

challenges in their dayto-day life due to their inability of 

accessing and interpreting visual information. 

Object detection and classification are 

fundamental components of visual assistance systems, 

allowing the visually impaired users to identify and locate 

objects in their environment. 

Object detection, a task that sighted individuals 

effortlessly excel at but is proven to be extremely tedious 
for computers while humans locate and identify objects 

within their peripheral vision with high accuracy, poses a 

significant challenge for computer systems [1] Despite 

notable advancements in the field of computer vision, 

accurately identifying objects remains a non-trivial 

problem that demands extensive research and development 

[2]. 

Traditionally, computer vision algorithms relied 

on handcrafted features which often fell short in achieving 

results that are accurate and reliable however with the 

recent introduction of Convolutional Neural Networks 

(CNNs) a wave of research and exploration into leveraging 

deep learning for various computer vision applications was 

sparked. [3].This breakthrough showcased the power and 

potential of CNNs in achieving significant improvements 
in image classification accuracy, [4]. 

Despite these advancements, object detection 

remains an ongoing research challenge. Researchers are 

actively exploring new architectures, loss functions, and 

training strategies to tackle these challenges and improve 

the accuracy and efficiency of object detection systems. 

In this survey paper, we have researched and 

compiled information about various object detection and 

classification techniques used in assistance systems for the 

visually impaired. We have collected and gone through a 

large number of papers that have been published in order 
to gain a deeper understanding of the problem at hand 

where there is room for improvement in these 

implemented techniques. 

 

II. KEY CHALLENGES IN OBJECT 

DETECTION 
 

Through the process of extensively examining 

published papers and prior research, we successfully 

pinpointed the key challenges faced in object detection 

within assistance systems designed for the visually 

impaired. 

A. Dataset Size and Range of Objects 
In most observed scenarios, the dataset that was 

used was limited in size and did not encapsulate all 

possible object. This in turn does not portray all of the 

possible scenarios and objects that the visually impaired 
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encounter in their daily lives. A limited dataset 

significantly increases the chances of biases and can 

potentially ruin the accuracy of the system’s prediction. 

The lack of diverse examples may lead to skewed 

outcomes and inaccurate interpretations, which may 

potentially reinforce stereotypes and misconceptions. This 

limitation emphasizes the importance of incorporating a 

more comprehensive and diverse range of examples to 

enhance the effectiveness and fairness of the object 

detection system [5] 

B. Absence of User feedback 

A lot of systems lack comprehensive information 

regarding user feedback on the practical effectiveness of 

the system .User feedback is essential to ensure that the 

system is performing the right task as well as identify 

potential usability issues and areas for improvement in the 

system’s design and functionality by doing so the system 

can enhance the overall user experience.[6] 

C. Image Related Issues 

A commonly seen technique employed by 

researchers involves requesting users to capture an image 
of the target product, which is then processed by a model 

for object identification, classification, and generation of 

any other required output. However, this approach 

introduces several challenges, particularly for the visually 

impaired. These users will struggle to capture stable and 

clear images, as they may encounter obstacles while taking 

the image of the object in question[7][8]. These unclear 

images often lead to inaccurate identification of the object. 

D. Others 

Other challenges posed by existing object 

detection and classification techniques include angle and 

lighting dependency as well as high-cost implications. 
Existing models have been shown to exhibit unpredictable 

outcomes when the angles of the images change or the 

lighting under with the image is taken is different [9]. 

Another point to note is that higher accuracy in these 

systems comes at a higher cost, making them less 

accessible and affordable for both developers and end 

users [10]. 

The limitations impede the effectiveness and 

adoption of these object detection technologies for 

assisting visually impaired individuals. 

  

III. DATASETS AND EVALUATION 

METRICS 
 

In this section, we present an overview of the 

datasets and evaluation metrics frequently employed in 

object detection tasks in assistance systems aimed at aiding 

visually impaired individuals. We discuss the details of the 

datasets as well as an overview of the most commonly 

used evaluation metrics and their importance in object 

detection systems. 

A. Datasets 

PASCAL VOC 2007: This dataset is a very 

commonly used dataset that consists of annotated images 

covering a diverse set of object categories. The dataset 

consists of 9,963 photos in all, with 24,640 labeled 

samples across 20 different classes. It is seen being used to 

train a deep learning-based object detection model to assist 

visually impaired users in object recognition tasks. [10] 

Figure 1: Sample Images from Datasets 

 
 MS Coco: This is a widely used dataset that has more 

than 330,000 images and contains more than 80 object 

categories such as cars, boats, trucks, etc. The COCO 

dataset was developed to introduce more categories, 
than the other pre-existing datasets at the time, so as to 

increase the scope of computer vision tasks datasets. 

This dataset has been utilized in various research 

works for developing object detection systems for 

visually impaired individuals. 

 SKU100K: SKU-110K is a large-scale visual dataset 

commonly used for object recognition and image 

classification tasks. It consists of around 111,000 

images with annotations for over 11,000 different 

object classes.SKU110K was designed to address 

some limitations of existing datasets, such as the lack 
of object variety and limited coverage of fine-grained 

categories. It covers a broad range of object classes, 

Due to its large size and comprehensive coverage, 

SKU-110K has become a valuable resource in the 

field of computer vision research. It has been widely 

used for tasks such as object detection, and image 

classification 

 ImageNet: ImageNet is a dataset that has played a 

crucial role in advancing the field of computer vision, 

particularly in the development and evaluation of deep 

learning models. The dataset is made up of roughly 14 
million labeled images across 21,841 categories. 

ImageNet is most commonly used in general-purpose 

computer vision tasks. 
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 VizWiz: This dataset was specifically created with the 

intention of being used in computer vision tasks to 

assist the visually impaired. The dataset consists of 

images taken by visually impaired individuals. 

VizWiz consists of approximately 31,000 images 

collected in real-world scenarios, covering a wide 

range of objects and environments. These images are 

annotated with text descriptions of the image. These 

annotations provide additional context and 

information about the visual content, which enables 
researchers to explore various computer vision tasks 

with the visually impaired in mind.  
B. Evaluation Metrics 

Evaluation metrics are quantitative measures that 

are used to examine and assess the performance of 

different models.[11].These metrics are essential in object 

detection as 
 

Figure 2: mAP Formula 
 

they provide a measure through which different models 

can be compared, which aids the development of accurate 

and efficient systems. Although there are many kinds of 

metrics such as logarithmic loss, AUC (Area Under Curve) 

and F1 Score, mAP(Mean Average Precision) is one of the 

most commonly used. mAP is calculated by computing the 

AP(Average Precision) for each class and then finding the 

average of these values. AP can be found by calculating 
the AUC for the precision-recall curve of each class 

 

IV. OVERVIEW OF OBJECT 

DETECTION ALGORITHMS 
 

Various object detection algorithms have been 

used in assistance systems designed for the visually 

impaired to achieve their intended goals. This section 

provides a comprehensive examination of these algorithms 

and their overall functioning. We have separated the 

algorithms into 2 types: one-stage detection and two-stage 

detection. 

A. One-Stage Detection 

One-stage detection also known as Single-shot 

detection kind of object detection uses a single pass of the 

input image to generate a prediction on the location and 

presence of an object in an image. Although One-stage 

detection is more computationally efficient than two-stage 

detection it tends to be less accurate. 

1) YOLO: YOLO also known as You Only Look Once is 

one of the most popular object detection algorithms. It is 

very widely used in real-time computer vision tasks due to 
its high speed and accuracy. It was first introduced by 

Joseph Redmon et al. [12] and has since undergone several 

iterations. YOLO makes use of an end-to-end neural 

network to predict bounding boxes and class probability in 

a single iteration. The architecture of YOLO which makes 

use of a simple CNN is shown in Figure 3. In the YOLO 

architecture the first 20 layers have been pre-trained using 

the ImageNet model. This is facilitated by adding a 

temporary average pooling layer and a fully connected 

layer. These pre-trained layers are then used to perform 

detection tasks. The final fully connected layer predicts the 
class probability and bounding box coordinates.[12].The 

input images in YOLO are divided into an S x S grid. Each  

Figure 3: Yolo Architecture  

 

Figure 4: SSD Architecture 
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cell in this grid is responsible for predicting the bounding 

box and confidence scores for it’s respective cell. Each cell 

can have multiple bounding boxes. A predictor bounding 

box is assigned based on the highest IOU(Intersection over 

Union). YOLO also makes use of a post-processing step 

known as non-maximum suppression(NMS) to improve 

the accuracy and efficiency of the overall model.[13] 

2) SSD: Single Shot MultiBox Detector known as SSD is 

an object detection algorithm first implemented and 

introduced by Liu et al. in 2016. [.]SSD was designed to 
detect objects of varying sizes on a single iteration. The 

main idea behind SSD is to combine feature maps of 

different resolutions to detect objects at multiple scales. It 

is a modification of the well-known VGG-16 architecture. 

By replacing the fully connected layers in VGG-16 with 

auxiliary convolutional layers the SSD model was able to 

extract features at multiple scales and progressively 

decrease the input size at each layer. SSD divides the input 

image into a grid of cells and each cell is responsible for 

detection objects within the region of the cell. Multiple 

objects of the same instance in a single image are detected 
with the help of anchor boxes in SSD. Anchor boxes are 

boxes that are assigned prior boxes which have a 

predefined shape and size. Similar to YOLO, SSD also 

utilised NMS to prune the bounding boxes. [14]. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

  

 

 

 

 

 

 

 

Figure 5: Faster R-CNN Architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6: ResNet Architecture 

 
B. Two-Stage Detection 

Two-Stage detection also known as Two-shot 

detection is a method which involves the input image 

being passed twice to make predictions. The first pass 
involves generating a set of potential object locations and 

the second pass is used to refine these locations to make 

the final prediction. This approach is more accurate but is 

also more computationally expensive. 

1) Faster R-CNN: Faster R-CNN (Region-based 

Convolutional Neural Network) is a popular object 

detection algorithm introduced to improve upon previous 

approaches by combining a region proposal network 

(RPN) with a convolutional neural network (CNN) for 

object detection tasks. [15].The architecture of this model 

consists of two main components: the RPN and the Fast R-

CNN. The RPN generates region proposals, which are 
potential bounding boxes around objects, using a sliding 

window approach. It simultaneously predicts objectness 

scores and adjusts the coordinates of the proposals. The 

RPN is a fully convolutional network that shares the 

convolutional layers with the Fast R-CNN, making the 

overall computation more efficient. The Fast R-CNN takes 

these region proposals and feeds them into a CNN, which 

extracts features from each proposed region. These 

features are then used for object classification and 

bounding box regression. Faster R-CNN achieves high 

accuracy by training the RPN and Fast R-CNN together in 
a multi-task learning framework. The RPN generates 

region proposals and learns to classify them as either 

object or background, while the Fast R-CNN uses these 

proposals for object classification and bounding box 

refinement. The Faster R-CNN architecture has become a 

foundation for many state-of-the-art object detection 

systems. Its combination of region proposal generation and 

feature extraction using a shared CNN has led to 

significant improvements in both accuracy and speed. 

2)   ResNet: ResNet models can be trained to recognize 

and classify objects, enabling visually impaired individuals 

to identify and distinguish various objects in their 
environment. By leveraging ResNet’s deep architecture 
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and skip connections, the model can learn complex visual 

representations and make 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7: ViT Architecture 

 

accurate predictions. ResNet models can analyze and 

interpret complex scenes, providing a high-level 

understanding of the environment. ResNet models can be 

utilized in conjunction with assistive technologies such as 

cameras or smartphones. By capturing images and running 

them through the ResNet model, real-time object 

recognition and scene understanding can be provided to 

visually impaired users, helping them navigate their 

surroundings more effectively. ResNet models can also be 

applied to text recognition tasks, enabling visually 

impaired individuals to access written information in their 
surroundings. By leveraging ResNet’s deep layers and 

powerful feature extraction capabilities, the model can 

accurately recognize and extract text from images, 

providing text-tospeech capabilities or converting the text 

into accessible formats.By combining ResNet with natural 

language processing techniques, visually impaired 

individuals can benefit from image captioning systems. 

ResNet can extract visual features from images, which can 

then be fed into a language model to generate textual 

descriptions or captions for the images, enhancing the 

understanding of visual content. 
3)  Vision Transformers: ViTs can be trained to 

recognize and classify objects, which can aid visually 

impaired individuals in identifying and distinguishing 

various objects in their environment. By capturing images 

through cameras or smartphones, the ViT model can 

provide real-time object recognition and describe the 

objects to the user. This can assist visually impaired 

individuals in navigating unfamiliar places, detecting 

obstacles. The key idea behind ViTs is to treat an image as 

a sequence of patches rather than a grid of pixels. The 

image is divided into smaller patches, which are then 

flattened and treated as input tokens. These tokens are fed 
into a transformer model, allowing the ViT to capture 

global relationships and dependencies among the patches. 

ViTs can be trained to recognize and extract text from 

images, enabling visually impaired individuals to access 

written information in their surroundings. ViTs combined 

with natural language processing can generate textual 

descriptions or captions for images. This can assist visually 

impaired individuals by providing verbal descriptions of 

images, enhancing their understanding of visual content. 

By integrating ViTs with localization technologies and 

sensors, visually impaired individuals can receive real-time 
guidance and directions. ViTs can analyze the 

surroundings, recognize landmarks, and provide audio 

cues to assist with navigation. It is worth noting that while 

Vision Transformers have shown promising results in 

computer vision tasks, their application in assisting 

visually impaired individuals is an active area of research. 

Customizing and optimizing ViTs specifically for the 

needs and challenges of visually impaired users would 

require further investigation, data collection, and user-

centered design considerations to ensure their practical 

effectiveness and usability. 

 

V. METHODS OF IMPLEMENTATION 
 

Through our research we were able to identify 

that assistance  systems for the visually impaired fall into 1 

of 2 categories primarily: Software and Hardware. With 

Software leaning more towards the mobile application side 
and hardware referring to wearable device that the user 

will have to carry with them. 

A. Software Focused Implementation 

In the last few years with the surge in the number 

of mobile applications we can see more and more assistive 

application for the visually impaired being developed. 

These applications can detect objects in real-time or can 

take image input for classification [16]. YOLO and SSD 

are most commonly seen being used in the real-time 

detection systems whereas Faster R-CNN sees more use in 

the image-based detection applications. 

B. Hardware based Implementation 

There are multiple physical devices as well that 

make use of different object detection and classification 

technology to provide assistance to the visually impaired. 

There are devices such as wearable eyeglasses and smart 

bands which incorporate object detection techniques and 

models in order to function as required. Viziyon, a 

wearable assistive technology for visually impaired 

individuals makes use of ResNet to enable object 

recognition, scene understanding, and navigation 

assistance through the wearable device. 

In terms of accuracy, ResNet has demonstrated 
impressive performance in image classification tasks, 

achieving top-1 
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Figure 8: Model Comparison 

 

and top-5 accuracy rates of 75.3% and 92.2% respectively 

on the ImageNet dataset.[19] Its deep architecture with 
skip connections allows for effective feature extraction, 

leading to high accuracy in recognizing and classifying 

objects. Vision Transformer (ViT) has emerged as a 

promising model for computer vision tasks, although 

specific accuracy figures in the given context are not 

mentioned. However, ViT has shown competitive 

performance in image classification tasks, often 

approaching or surpassing the accuracy of traditional 

convolutional neural network (CNN) models like 

ResNet.[20]Fast R-CNN, a widely used model for object 

detection, has demonstrated good accuracy in localizing 

and recognizing objects, with reported accuracy rates of 
91% and recall rates of 94% in certain applications. 

Models like SSD and YOLO, designed for real-time object 

detection, have also achieved high accuracy in detecting 

objects with varying aspect ratios and scales[21]. For 

instance, the standalone SSD detector achieved a mean 

average precision (mAP) score of 67.8% for a specific 

class[22]. It is important to consider that reported accuracy 

can vary across different datasets, evaluation metrics, and 

application domains. The choice of model depends on 

specific task requirements and available resources. 

Additionally, the accuracy of these models can be further 
enhanced through fine-tuning, dataset augmentation, and 

architectural improvements tailored to the specific 

application context. 

 

VI. CONCLUSION 
 

In conclusion, various models have been utilized 
for objection detection and identification particularly 

helping visually impaired individuals models like ResNet 

showed great accuracy metrics when it came to image 

classification, and Vision Transformer (ViT) has also 

emerged as a promising model, showcasing competitive 

accuracy in image classification tasks. 

Fast R-CNN, SSD, and YOLO have shown good 

accuracy in object detection and localization. It is 

important to note that accuracy can vary vastly just by 

using the same model with different datasets eg.ResNet-

50.The choice of the model depends on the task at hand 

and the resources that are available Further research and 

improvements are necessary to customize these models 
specifically for the needs and challenges of visually 

impaired users. Overall, these models provide valuable 

tools for assisting visually impaired individuals in tasks 

such as object recognition, text extraction, and navigation, 

paving the way for more inclusive and accessible 

technologies. 
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