
International Journal of Engineering and Management Research                e-ISSN: 2250-0758  |  p-ISSN: 2394-6962                                                                                                                                    

Volume-11, Issue-5 (October 2021) 

www.ijemr.net                                                                                                    https://doi.org/10.31033/ijemr.11.5.22 

 

   175 This Work is under Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License. 

 

A Comparative Study of Different Algorithms used to Predict the Crop, its 

Yield and Price 

 

Pratiksha Pawar
1
, Vishwajeet Shinde

2
, Aniket Raut

3
, Saloni Suke

4
 and Prof. Sagar Salunke

5
 

1
Student, Department of Computer Engineering, Pimpri Chinchwad College of Engineering, Pune, INDIA 

2
Student, Department of Computer Engineering, Pimpri Chinchwad College of Engineering, Pune, INDIA 

3
Student, Department of Computer Engineering, Pimpri Chinchwad College of Engineering, Pune, INDIA 

4
Student, Department of Computer Engineering, Pimpri Chinchwad College of Engineering, Pune, INDIA 

5
Professor, Department of Computer Engineering, Pimpri Chinchwad College of Engineering, Pune, INDIA 

 
1
Corresponding Author: pratiksha1132@gmail.com 

 

 

ABSTRACT 
India is considered an agricultural land and many 

people have agriculture as their occupation. So India is in 

dire need of having Crop and its yield as well as its price 

prediction. Based on soil pH, Rainfall, humidity, 

temperature, and various factors we can predict the result. 

Our system will try to predict and recommend crop by 

considering some soil and atmospheric parameters. So there 

are various algorithms and techniques that can be taken into 

consideration like Decision tree Regressor, Random Forest, 

Particle Swarm Optimization (PSO)-Back Propagation (BP) 

Neural Network Model, K- Nearest Neighbor (KNN). After 

comparing the algorithms our aim is to find the best suitable 

algorithms for prediction which will lead us to find a proper 

crop according to a given set of factors. 
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I. INTRODUCTION 
 

Agriculture is the backbone of India. As we 

know, food is a basic necessity for survival, thus 

agricultural development must be given the highest 

priority. In recent times, it has become inevitable to use 

technology to create awareness about cultivation. The 

seasonal climatic conditions are also being changed against 

the fundamental assets like soil, water and air which lead 

to insecurity of food. The Indian agriculture Provides 

employment about 50% in our India and is responsible for 

18 percent of Indian agriculture gross domestic product 

(GDP. 

Machine learning (ML) overtures are used in many 

fields. Machine learning has also been used in agriculture 

for several years. Crop yield prediction has become one of 

the important necessities in today's agricultural world for 

better production. Thus, it turns into challenging problems 

in meticulous agriculture. As a consequence many models 

have been proposed and validated so far. This problem is 

necessary to employ several datasets since crop yield 

depends on many different factors such as climate, use of 

fertilizer, weather, soil, area, season and seed variety. 

Crop Prediction is a need in a country like India 

where the farmers consider the traditional methods while 

choosing the crop. In India many of the farmers don't even 

know about the soil factors like pH level of soil, 

phosphorus and nitrogen level of soil, fertility .And with 

that atmospheric factors like temperature, humidity, 

climate, rainfall etc. They just go with their previous one, 

instead of it we will suggest they test their soil and then go 

with the crop which is suitable for it. And by considering 

these soil and atmospheric factors, here we built one 

machine learning model which will recommend crops, 

predict crop yield and after that predict price of yield. We 

have involved four major algorithms to get the system with 

less error and with more accuracy. We are going to use the 

below algorithms: 

1) Decision Tree Regressor 

The Decision Tree is a model which gives 

predictions based on testing conditions of trees at each and 

at every level different decisions are identified. It has 

various sub trees so the problem is divided and solved by 

using algorithms. 

2) Random Forest 

Random forest is an elastic, easy to handle 

machine learning algorithm that produces, even without 

hyper-parameter tuning, a splendid result most of the time. 

Random forest frames multiple decision trees and merges 

them together to come by adapted more accurate and stable 

prediction. It can be used for both classification and 

regression tasks 

3) PSO-BP Neural Network 

PSO-BP neural network is a model made up of a 

combination of BP neural network and PSO algorithm. In 

this model optimization is done by PSO algorithm and 

prediction is done by BP neural network. The weights 

considered for BP Neural Network are plotted as particles 
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of PSO algorithms. The particles which have the best 

weights and threshold are assigned to the BP neural 

network for further processing. 

4) K- Nearest Neighbour (KNN) 

The KNN is a nonparametric, supervised learning 

methodology which uses training sets to classify data 

points into specific categories. Information is collected 

from all educational cases, as well as the correlations in 

basic classifications, based on a new case. The training 

dataset is checked for the greatest number of previous 

cases, and new instances estimated by summing up the 

output attributes for the k cases. 

 

II. LITERATURE SURVEY 
 

The proposed system [1] recommends the best 

suitable crop for particular land by considering parameters 

such as annual rainfall, temperature, humidity and soil pH. 

The annual rainfall is predicted by the system itself by 

using previous year data with the SVM algorithm and 

other parameters have to be entered by the user. In the 

result of the given paper we get a suitable crop, market 

price, and the system takes NPK values as an input to 

display required NPK for recommended crops. 

The proposed system [2] recommended the 

suitable yield for a particular crop by contemplating 

factors like water, UV, fertilizer by using ANN along with 

K-fold validation. Major challenge in agriculture is to 

increase the production in the farm and deliver it to the end 

customers with best possible price and good quality. 

[3]The paper says, vast research has been done and several 

attempts are made for application of Machine learning in 

agricultural fields. Proposed model i.e. Decision tree got 

more efficiency in finding better yield for crops. 

In this paper crop price forecasting service was made for 

business purposes .The algorithms used in the following 

paper are autoregressive integrated moving average 

(ARIMA), the partial least square (PLS), artificial neural 

network (ANN) .Past prices are considered as a training 

dataset. Further, a new addition was made to PLS which 

was combined with response surface methodology (RSM) 

to investigate non- linear relationships between past prices. 

Error in percentage form is calculated for each algorithm 

which is further used for comparison purposes [4]. 

Back propagation neural network is one of the 

most widely used neural network. Further to increase the 

accuracy Particle swarm optimization algorithm is used for 

optimization purposes. To calculate accuracy, the sum of 

absolute difference (SAD) and mean square error (MSE) 

are used. 

Comparison between traditional BP neural network and 

PSO-BP neural network as per the factors [5]. 

The paper [6] discusses creating a 

recommendation system using the concept of precision 

agriculture. Data mining is a very important part for 

providing the insights about organic and non-organic 

factors. The algorithms described in this paper are Random 

tree, CHAID, K-Nearest Neighbour and Naive Bayes. 

Various important soil factors are taken into consideration 

like pH, colour, texture etc. and crops taken are banana, 

cotton, sorghum etc. from Madurai district. 

Various standard machine learning algorithms are 

used to predict or recommend crops. Among the selected 

algorithms, the KNN algorithm gives 92% of accuracy [7]. 

K-Nearest Neighbour [8] is the best algorithm for 

both classification and regression. K-Nearest Neighbours 

is a non-complex algorithm which stores all the available 

cases and classifies new cases based on some similarity 

measure. 

 

III. ALGORITHMIC STUDY 
 

This section describes the algorithm based 

working of the model for all the different techniques 

mentioned below: 

3.1 Decision Tree Regressor using Feature Selection 

3.1.1 Algorithm for Decision Tree Regressor 

1) Start. 

Download the dataset from the Kaggle for crop prediction 

in CSV format. 

2) Read the crop prediction data from the .csv file using 

pandas.read_csv in data. 

3) The data now contains key values which are the 

temperature, humidity, pH, rainfall, and label. 

4) Changing the categorical data to values like rice=0, 

wheat= 1, etc. 

5) Dividing the data for training and testing purposes in 

which 80% is assigned for training purposes and 20% for 

testing. 

6) Training data is forwarded to the Decision Tree 

Regressor. 

7) Performing different optimization techniques on the 

Decision Tree Regressor. 

8) Checking the accuracy of the model on the basis of the 

test data and calculating the loss function. 

9) Stop. 

3.1.2 Features 

1) Less Efforts 

In contrast to other algorithms, decision trees require less 

effort for data preparation during pre- processing. 

2) No need for normalization and scaling 

A decision tree does not require normalization of data and 

scaling of data as well. 

3) No effect of missing data 

Missing values in the data also do NOT affect the process 

of building a decision tree to any considerable extent. 

4) Intuitive Model 

A Decision tree model is very intuitive and easy to explain 
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to technical teams as stakeholders. 

3.1.3 Challenges 

1) Splitting of Data 

If the data provided to split out the prediction are not 

related to trained data then a decision tree will make correct 

predictions. 

2) Over fitting 

Decision Trees are inclined to over fitting. That's why they 

are rarely used and instead other tree- based models are 

preferred like Random Forest and XGBoost. 

3.2 Random Forest 

3.2.1 Algorithm for Random Forest 

1) Start 

2) Read the data from CSV file using pandas in data 

3) Data contains the key values like state name, district 

name, crop year, season, crop, Area, production. 

4) For converting the categorical data into numerical data, 

pre-processing on the state name, season, and the crop is 

needed to be done. 

5) Dividing the data into two parts training and testing in 

such a way that 90% of the data is taken by training data 

and the rest 10% is taken for testing data. 

6) Feed the training data to the input layer of the random 

forest. 

7) Calculating the loss function using mean squared error 

based on the output of the random forest output layer. 

8) The testing of the neural network is to be done after it is 

trained on the training data set. 

9) Determining the accuracy of the model. 

10) Storing the neural model in h5 format for further use. 

11) Stop 

3.2.2 Features 

1) Less computationally expensive 

Random forest is less computationally expensive as 

compared to other algorithms. 

2) No need for monotonic transformation and scaling 

The random forest doesn’t need to do any monotonic 

transformation and scaling of data as well. 

3) Good accuracy and easy to use 

The random forest concentrates on improving purity of 

nodes and mean diminishing accuracy for feature selection. 

4) Clustering and locating outliers 

Random forest essentially categorizing outsiders for 

balancing error in class population unbalanced data sets. 

3.2.3 Challenges 

1) Random forest requires much time for training as it 

combines a lot of decision trees to determine the class. 

2) The Range of prediction a Random forest can make is 

bound by the highest and lowest labels in the training data. 

3.3 PSO-BP Neural network 

3.3.1 Algorithm for PSO-BP Neural Network 

1) Read data from datasets containing data of gasoline 

price, glyphosate price etc. 

2) The input nodes are initiated with prices of green 

pepper, compound fertilizer etc. and output is green pepper 

price. 

3) Other parameters like learning rate, training number etc. 

are set. 

4) The PSO process begins and the finest weights and 

threshold obtained is then delivered to BP neural network 

for training. 

5) The BP neural network is trained using around 85% of 

the whole data and the rest 15% is used for testing 

purposes. 

6) After the training of data the model is then tested. 

7) To measure the accuracy of the model sum of absolute 

difference (SAD) and mean square error (MSE) are 

calculated. 

3.3.3 Features 

1) Accuracy 

The PSO-BP neural network model gives high accuracy as 

compared to traditional BP-neural networks. 

2) High problem Solving ability 

The model can solve difficult irregular mapping problems. 

3) Wide range. 

The model can be applied to solve a variety of large or 

small range problems. 

3.3.3 Challenges 

1) PSO-BP neural network is complex and not easy to use. 

2) The model takes a lot of time for training as the PSO 

algorithm and BP neural network is used. 

3.4 K-Nearest Neighbours (KNN) 

3.4.1 Algorithm for KNN 

1) Start 

2) The input dataset is a comma separated values file 

containing the soil dataset. 

3) Dataset is taken from kaggle for crop recommendation. 

Also we will change categorical data into numerical data. 

4) The acquired input is stored in a variable. The variable 

reaches out to the crop dataset through pandas. 

5) Samples of input data are mapped and the input finds 

itself into a crop class by using the KNN algorithm of 

classification in machine learning. 

6) The data sample contains some of the soil and 

atmospheric parameters like N, P, K and pH for a wide 

range of crops and fruits grown on the fertile soil of India. 

7) After mapping, result of the algorithm shows that the 

dataset returns the suitable crop for the particular soil 

parameter. 

8) Then obtained result is displayed to the user through an 

interface. 

9) Stop. 

3.4.2 Features 

1) Lazy Learning 

KNN algorithm is a lazy learning algorithm that takes zero 

time to learn because it only stores data from the training 

part. 

2) Dimensionality of Input 
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From feature selection reduces the dimensionality of the 

input feature space. 

3.4.3 Challenges 

1) Computationally expensive 

KNN requires high memory need to store all of the training 

data so it can be computationally expensive. 

In case of large data the KNN prediction stage might get 

slow. 

 

IV. DATASETS 
 

1) As Kaggle is widely used for crop datasets, the first 

dataset we are going to take for Crop Prediction is taken 

from the Kaggle by the name of Crop Recommendation 

Dataset. It contains the data regarding Nitrogen (ratio of 

Nitrogen content in soil), Phosphorus (ratio of Phosphorus 

content in soil), Potassium (ratio of Potassium content in 

soil), Temperature (in degree Celsius), Humidity (relative 

humidity in %), pH (pH value of the soil), rainfall (in mm), 

label (which type of crop is grown).This dataset is used in 

Decision Tree Regressor and KNN. 

 
Figure 1: Dataset for crop prediction analysis 

 

Dataset is the most important factor that makes 

algorithm training possible. The better the collection of the 

dataset the better the accuracy will be. The Second dataset 

is taken from Kaggle by the name Agricultural Production 

in India. The yield prediction module dataset contains the 

following columns: State, District, Crop, Season, Area and 

Production as these are some major factors that crops 

depend on. This dataset is used in Random Forest 

algorithm.

 

 
Figure 2: Dataset for yield prediction 
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V. PROPOSED SOLUTION 
 

System uses machine learning to make 

predictions of Crop, Crop Price and Crop yield prediction. 

It uses historical data and information to gain experiences 

and generate a trained model by training it with the data. 

Proposed system then makes the output prediction. 

Accuracy of the classifier will be better if the data 

collection is better. 

Data Collection 

1) The atmospheric humidity, temperature, soil moisture, 

soil pH, area, sunlight and P ,N content of soil are sent to 

the database for the prediction of Crop. Fig. 1 indicates a 

dataset for Crop Prediction which we are going to use for 

prediction. 

2) To receive a good harvest, the above conditions should 

be satisfied. It is needed to have a certain temperature, 

humidity, soil pH, and soil moisture for a plant to be 

grown healthy. 

3) Yield prediction is based on various factors like state, 

soil quality, area, season, crop production. Fig. 2 is a 

dataset for Yield Prediction which consists of these 

mentioned factors. 

4) Compound fertilizer, glyphosate and No.93 gasoline 

price and green pepper price prediction is considered as 

data for PSO-BP neural network. 

Data Processing Using Machine Learning 

(Dealing with missing values, data cleaning, and 

train/test split) 

1) Crop Prediction: Decision Tree Algorithm, KNN 

algorithm. 

After getting the data appropriate for the provided 

algorithm we can start working on the algorithms for 

predicting the crop suitable according to conditions. 

2) Price Prediction: PSO-BP Neural network Algorithm 

The Algorithm is discussed in the algorithmic 

study [3.3] section for starting the process flow for 

prediction .Further the model is trained considering 85% 

data and tested using 15 % of data. The accuracy of model 

is significantly increased since optimization algorithm i.e. 

PSO is used against the traditional Back propagation neural 

network. 

3) Yield Prediction: Random Forest Algorithm After 

taking value as an input from data collection to the 

algorithm, it returns the corresponding crop yield 

prediction. 

 

VI. CONCLUSION AND FUTURE 

SCOPE 
 

Our paper facilitates a comparative and well-

formulated study of different machine learning algorithms 

to efficiently predict some agricultural predictions. For 

predicting crops on the basis of humidity, pH, rainfall we 

have studied Decision Tree and another algorithm for 

prediction is KNN which has majorly Soil related factors. 

For yield prediction on the basis of environmental 

factors and area, Random forest gives the highest 

prediction with more accuracy. Also for crop price 

prediction PSO-BP neural network is the most accurate 

result as it has optimization by PSO and prediction of BP 

neural network. 
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